RTCML25 - 27 MARCH 2025
GUIDANCE FOR THE BRAINSTORMING SESSION

In this document, we outline the objectives of the upcoming brainstorming activity and offer guidance, which includes examples of responses from three different domains to the brainstorming questions (see page 2).
Since most attendees are not experts in machine learning, we do not expect your solutions to pinpoint the most appropriate ML methods. However, if your group has sufficient expertise, you are encouraged to explore and suggest specific ML approaches.
Please note that we consider all answers to be correct. There is no wrong answer. Everyone should aim to contribute to enriching the discussions. 

Aims of the brainstorming exercise

General
· Introduce Machine Learning Concepts: Through the discussions, familiarise scientists and engineers with key machine learning concepts, especially those who may be new to the field.
Domain-Specific Aims
· Identify Unstructured Phenomena: Encourage attendees to pinpoint 'unstructured' phenomena in their domain that are difficult to predict using traditional modelling strategies due to inherent chaos and uncertainties in their environment.
· Leverage Machine Learning: Highlight the potential of machine learning for making real-time decisions under extreme uncertainties.
· Discuss Appropriate Solutions: Foster group discussions to explore why machine learning solutions may be appropriate for the identified problems and – if sufficient data science expertise exists in the discussion group - to name suitable machine learning solutions.
· Overcome Application Hurdles: Encourage attendees to identify obstacles to the application of machine learning solutions in their domains and suggest ways to overcome these.
Overall Aims
· Identify Common Solutions: Recognise issues across domains that could benefit from common machine learning solutions.
· Draft a Roadmap (10-year horizon): Develop a roadmap to start addressing the issues identified in various domains.
· Collaborative Research: Gauge the potential for collaborative research between attendees. 

Discussion Groups

The discussion groups are organised by domain to facilitate collaboration among delegates with similar backgrounds. Based on registration details, the following groupings strike a balance between shared expertise and maintaining roughly equal numbers in each group:
1. GROUP 1: Additive Manufacturing (at Ian Wark Lecture Theatre)
2. GROUP 2: Manufacturing other than AM & Flow Chemistry + IT personnel (at Canteen area)
3. GROUP 3: Energy + Mineral Resources (at Studio Room)
4. GROUP 4: Automation/control + Robotics + Defence + Space & Astronomy (at Ian Wark Lecture Theatre)
5. GROUP 5: Flow Chemistry + Lab/Characterisation + Health + Biomedical + Environment + Agriculture & Food (at Hewertson Room)
6. GROUP 6: Operations Research + Marine + Miscellaneous (i.e., those not included in any grouping above) (at Ian Wark Lecture Theatre)
Each group is free to choose the number of domains/problems they wish to pursue during this activity. Please ask for additional response sheets if required.

Categorisation of your solutions

Once you have completed the responses, we ask that you place (using the’ post-it’ labels to be provided) the solutions you have listed in the most appropriate position on the 2-dimensional space defined by the following two axes to enable us to draft a suitable roadmap for R&D:
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Example Responses
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	Domain
	1: Additive Manufacturing
	2: Energy
	3: Food – Red Meat Processing

	Q1: Identify persistent PROBLEMS in YOUR domain that are hard to solve using traditional approaches due to their unstructured (i.e., chaotic and continuously evolving) nature.
	Build quality (including part dimensions) in the AM process is challenging to predict due to phenomena such as the chaotic interaction of a moving laser beam with raw material powders (resulting in spatter, etc.) and the uncertain interactions of the cover gas with the melt pool dynamics. 
	Electric vehicles (EVs) play a crucial role in accelerating the transition toward near-net-zero emission targets. In this context, effectively managing and optimising EV charging operations is essential for reducing electricity bills and alleviating excessive pressure on power grids—key factors for promoting the widespread and sustainable adoption of EVs. 
	The boning room manager is one of the most demanding roles in meat processing plants, generally taking decades of training. The complexities of managing variable product supply, variable product demand, hundreds of stock-keeping units (SKUs), and variable plant operational constraints and performance factors accumulate to challenge plant efficiency. 

	Q2: Why does a machine learning-based SOLUTION make sense for your identified problem?
	Autonomous closed-loop process control using machine learning (ML)- based real-time diagnostics, prognostics, and decision-making can help keep the process within specifications, assuring quality in the product.
	Adaptive and autonomous charging systems powered by AI/ML can facilitate sustainable EV adoption. These systems can respond to EV user preferences and adjust charging to electric grid conditions and pricing in near real-time.
	The plants benefit from years of production data with incoming goods, output SKUs, and staffing allocation, which potentially illuminates the high-level logic to optimise the plant's efficiency outcomes. This data may be used to train an ML network and act as a decision-support tool.

	Q3: What HURDLES may need to be overcome to apply these solutions?
	1. AM suffers from ‘small data’ challenges due to the extensive categorisation of the process and the expensive nature of generating data in AM. 
2. Engineers and scientists are generally reluctant to accept ‘black box solutions’ to their problems as traditional training involves connecting effects with known causes.
3. There are currently insufficient standards regarding how parts affected by autonomous intervention are treated in terms of their qualification or certification.
4. The AM production machines generally do not allow custom control solutions to be applied using open-source software.
	1. Data availability and quality: Obtaining high-quality, real-time data on energy demand, generation, and grid loading, can be challenging. The data must be accurate, granular, and sufficiently large to train ML models effectively.
2. Real-time decision-making and latency: Intermittencies in renewable energy generation can create challenges for EV load management through real-time, low-latency decision-making.
3. Computational Power: ML models, particularly deep learning, require substantial computational resources for training, which can be costly and time-consuming at local household level. 
4. Security and Privacy: AI-driven charging systems that rely on user data and grid information are susceptible to cyber threats, such as data breaches or malicious manipulation.
	1. There are challenges with gaps in data regarding situational factors and data cleaning. 
2. Measuring the carcase (i.e., carcass) objectively and allocating it to a complex set of operational constraints and SKUs is computationally challenging. 
However, slim margins in the industry demand effective and efficient solutions.

	Q4: How can we OVERCOME the hurdles you have listed above?
	1. (a) New ML algorithms that work with small data must be developed; (b) Develop and maintain public databases to encourage information sharing. 
2. Develop explainable AI tools such as the Shapley Additive Explanation to interrogate ML solutions to provide physical meaning. 
3. Canvass the creation of appropriate standards.
4. A well-articulated value proposition for machines that use open-source solutions would most likely result in manufacturers increasingly offering custom controls as an option.
	To support the effective adoption and operation of EV charging systems, a solid infrastructure of industry guidelines, standards, regulations, and training is necessary. For example, EV charging standards and protocols like OCPP and ISO/IEC 15118 are important for ensuring interoperability between EVs and charging stations. In the Australian market, CSIP-AUS ensures interoperability and secure communication between EVs and utility networks. To what extent AI/ML-based EV charging techniques can comply with these standards is an issue that requires investigation.
	1. Importantly, meat processing requires complex domain knowledge to capture the bigger picture and the factors influencing decision-making. 
2. Data collection protocols and capturing the significant decision elements are necessary.

	Q5: What benefits would we gain in terms of the desired OUTCOMES?
	1. Improved quality in parts since autonomous control keeps process within specifications.
2. Improved productivity since the machines would not be tied down by repeating builds for failed parts.
3. Reduced waste since there will be fewer rejects. 
	AI/ML-based autonomous EV charging systems will accelerate sustainable EV adoption by optimising charging schedules and reducing energy consumption. These systems adjust charging based on grid demand and renewable energy availability, helping to lower costs and improve grid stability.
	While Australian export products command a premium, cost control and efficient plant operations are highly valued. Plants are often run at a loss to keep operations going when market factors align. Improvements in profit margins can make a big difference to staying in business. 
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